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Abstract
This paper proposes the joint use of two charts based on the non-central chi-square statistic 
(NCS statistic) for monitoring the mean vector and the covariance matrix of bivariate 
processes, named as the joint NCS charts. The expression to compute the ARL, which is 
defined as the average number of samples the joint charts need to signal an out-of-control 
condition, is derived. The joint NCS charts might be more sensitive to changes in the mean 
vector or, alternatively, more sensitive to changes in the covariance matrix, accordingly 
to the values of their design parameters. In general, the joint NCS charts are faster than 
the combined T 2 and |S| charts in signaling out-of-control conditions. Once the proposed 
scheme signals, the user can immediately identify the out-of-control variable. The risk of 
misidentifying the out-of-control variable is small (less than 5.0%). 

Keywords: non-central chi-square statistic, covariance matrix, mean vector, bivariate 
processes

Introduction
Control charts are often used to observe whether a process is in control or not. When 

there is only one quality characteristic Shewhart control charts are usually applied to 
detect process shifts. The power of the Shewhart control charts lies in their ability to 
separate the assignable causes of variation from the uncontrollable or inherent causes of 
variation. Shewhart control charts are relatively easy to construct and to interpret. As a 
result, they are readily implemented in manufacturing environments. 

However, there are many situations in which it is necessary to control two or more 
related quality characteristics simultaneously. Hotelling (1947) provided the first solution 
to this problem by suggesting the use of the T 2 statistic for monitoring the mean vector of 
multivariate processes. If compared with the use of simultaneous X  charts, the T 2 chart is 
not always faster in signaling process disturbances, see Machado and Costa (2008a). Many 
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innovations have been proposed to improve the performance of the T 2 charts. Recently, 
Costa and Machado (2007) studied the properties of the synthetic T 2 chart with two-
stage sampling. Costa and Machado (2008a) considered the use of the double sampling 
procedure with the chart proposed by Hotelling.

The first multivariate control chart for monitoring the covariance matrix Σ was based 

on the charting statistic obtained from the generalized likelihood ratio test. For the case 

of two variables, Alt (1985) proposed the generalized variance statistic |S| to control the 

covariance matrix Σ.

Control charts more efficient than the |S| chart have been proposed. Recently, Costa 

and Machado (2008b, 2008c), Machado and Costa (2008b) and Machado et al. (2008) 

considered the VMAX statistic to control the covariance matrix of multivariate processes. 

The points plotted on the VMAX chart correspond to the maximum of the sample variances 

of the p quality characteristics.

There are a few recent papers dealing with the joint control of the mean vector and the 

covariance matrix of multivariate processes. Khoo (2005) proposed a control chart based 

on the T 2 and |S| statistics for monitoring bivariate processes. The speed with which the 

chart signals changes in the mean vector and/or in the covariance matrix was obtained 

by simulation. The results are not compelling, once the proposed chart is slow in signaling 

out-of-control conditions. Chen et al. (2005) proposed a single EWMA chart to control both, 

the mean vector and the covariance matrix. Their chart is more efficient than the joint 

T 2 and |S| in signaling small changes in the process. Zhang and Chang (2008) proposed 

two EWMA charts based on individual observations that are not only fast in signaling but 

also very efficient in informing which parameter was affected by the assignable cause; if 

only the mean vector or only the covariance matrix or both. 

In practice, the speed with which the control charts detects process changes seems to 

be more important than their ability in identifying the kind of change. For the univariate 

case, the use of the non-central chi-square statistic (NCS statistic) for monitoring the mean 

and the variance of processes simultaneously has been more effective than the joint use 

of the X  and R statistics in detecting process changes, see Costa and Rahim (2004, 2006); 

Costa and De Magalhães (2005, 2007) and Costa et al. (2005). 

In this article, we consider the joint use of two charts based on the NCS statistic 

for monitoring the mean vector and the covariance matrix of bivariate processes. The 

proposed scheme, named as the joint NCS charts, is an alternative to the joint use of the 

T 2 and |S| charts. The NCS charts are recommended for those who aim to identify the 

out-of-control variable and the T 2 and |S| charts are recommended for those who aim to 

identify the nature of the disturbance, that is, if the assignable cause changes the process 

mean vector or the covariance matrix.
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The success of the recently proposed charts for monitoring the covariance matrix 
(see Costa and Machado (2008b, 2008c), Machado and Costa (2008b) and Machado et al. 
(2008)) was the motivation to design new charts to control both the mean vector and the 
covariance matrix.

The paper is organized as follows. In the second and third sections we present the 
joint NCS charts and the T 2 and |S| charts, respectively. The joint charts are compared in 
the fourth section. The mathematical development to obtain the power of the joint NCS 
charts is in the Appendix. An example is also presented to illustrate the application of the 
proposed scheme. Finally, the last section concludes the paper, presenting an analysis of 
the main results. 

The Joint NCS Charts
The process is considered to start with the mean vector and the covariance matrix on 

target (µ = µ
0 and Σ = Σ0), where µ'0  = (µx; µy) and 
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When the joint NCS charts are in use, samples of size n are taken from the process at 

regular time intervals. Let Xi and Yi, i = 1, 2, 3,…, n be the measurements of the variables 

X and Y. Let 1( ... ) /nX X X n= + +  and 1( ... ) /nY Y Y n= + +  be the sample means of the variables 

X and Y, and let ( ) xe x X µ= −  and ( ) ye y Y µ= −  be the difference between the sample means 

and the target values of the process means. The NCS statistics are given by: 
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for ρ ≥ 0, we define:
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and for ρ < 0, we define:

If

( ) 0ye ( ) 1 x  and ( ) 1 y
( ) 0xe

( ) 0ye ( ) ( )   yx

( ) 0ye ( ) ( )   yx
( ) 0xe and

and

( ) 0ye ( ) 1 x  and ( ) 1 y

than

 

(3)

where the parameters δ and δ1 are positive constants. 
When the variables are correlated (ρ ≠ 0) and δ1 = 1 (that is, ξ(x) and ξ(y) are discrete 

variables assuming only two values, ± δ), the joint NCS charts signal changes in the 
covariance matrix very fast; however, they are slow in signaling changes in the mean 
vector. The overall performance of the NCS charts improves when ξ(x) and ξ(y) assumes 
more than two values, for instance ± a1 and ± a2, with a2 < a1.

Based on that and following Costa et al. (2005), we propose the use of two design 
parameters, δ and δ1, with δ = a1 and δ × δ1 = a2. If the variables are positively correlated, 
the best overall performance is reached with |ξ(x)| = |ξ(y)| = a2 (or a1 if ρ < 0), 
for the cases in which e(x) and e(y) are both positive or both negative. Otherwise,  
|ξ(x)| = |ξ(y)| = a1 (or a2 if ρ < 0).

If T(x) and/or T(y) falls beyond the control limit CL, the joint NCS charts signal an 
out-of-control condition, reminding that two NCS charts are used, one for monitoring 
the X variable and another for monitoring the Y variable. In the Appendix we obtained the 
expression (A2), which gives the probability of signaling for the joint NCS charts. 

The T 2 and |S| Charts
In the next section we compare the joint NCS charts with the joint T 2 and |S| charts. 

The T 2 chart was introduced by Hotelling (1947) and it is the most common chart used to 
control the mean vector of multivariate processes. 

Consider that two correlated characteristics are being measured simultaneously and, 
when a sample of size n is taken, we have n values of each characteristic and the X  vector, 
which represents the sample average vector for the two characteristics. 

The charting statistic 

( ) ( )2 1
0 0 0T n −′

= − µ − µ∑X X  (4)

is called Hotelling´s T 2 statistic. When the process is in-control, T 2 is distributed as a chi-
square variate with two degrees of freedom, that is, 2 2

2~ pT χ = . Consequently, the control limit 
for the T 2 chart is 

2
2,pCL aχ == , where a is the type I error. When the process is out-of-control, 

T 2 is distributed as a non-central chi-squared distribution with two degrees of freedom and 
with non-centrality parameter ( ) ( )1

0 0 0nλ −′= µ − µ µ − µ∑ , that is, ( )2 2
2~ pT χ λ= .
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The first multivariate control chart for monitoring the covariance matrix Σ was based 
on the charting statistic obtained from the generalized likelihood ratio test (ALT, 1985). 
For the case of two variables, Alt (1985) proposed the generalized variance |S| statistic to 
control the covariance matrix Σ. S is the sample covariance matrix 
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Consequently, the control limit for the |S| chart is:
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Comparing the Joint Charts
The average run length (ARL), which is defined as the average number of samples 

before a sample point outside the control limits, has been the one of the most important 
properties associated with the statistical process control charts. Knowledge of the ARL 
for a particular assignable cause (that changes the mean vector and/or the covariance 
matrix of multivariate processes) allows us to design more effective control charts. When 
the process is in-control, the ARL measures the rate of false alarms. A chart with a larger in-
control ARL (ARL0) indicates lower false alarm rate than other charts. A chart with a smaller 
out-of-control ARL indicates a better ability of detecting process shifts than other charts. 

The correlation coefficient has a minor influence on the NCS charts performance, see 
Table 1. For example, considering a and b = 1.25 and c and d = 0.0, if ρ changes from 
0.0 to 0.7, the ARL increases from 15.9 to 17.5. Tables 2 through 6 provide the ARL for 
the joint NCS charts and for the joint T 2 and |S| charts, where ρ = 0.0; ± 0.5; ± 0.7, a and 
b = 1.0; 1.25; 1.5 and c and d = 0.0; 0.5; 0.75; 1.0. A type I risk of 0.5% is adopted. One 
can see from these tables that the joint NCS charts compete in performance with the joint 
T 2 and |S| charts. We selected the values of δ and δ1 in Tables 2 through 6 based on the 
overall performance of the NCS charts.

Tables 2 through 6 were built considering three different values of a and b and 
four different values of c and d. The orthogonal array is, in this case, made up of 
144 combinations; however, these tables present only one half of the orthogonal array. 
The explanation is that the symmetric cases (a = w1, b = w2, c = w3 and d = w4) and  
(a = w2, b = w1, c = w4 and d = w3), with { }1 2, 1,  1.25,  1.5w w ∈  and { }3 4, 0,  0.5,  0.75,  1.0w w ∈ , lead 
to the same ARL.

Table 7 shows the effect of δ on the ARL value of the joint NCS charts. Larger values of δ 
are better for detecting changes in the mean vector with a = b = 1.0, and worse for detecting 
changes in the covariance matrix with c = d = 0.0. For example, when a = b = 1.0 and 
c = d = 0.5, the ARL value decreases from 50.3 to 20.3 as δ increases from 0 to 2.0.  
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Table 1 - Influence of ρ on the ARL values for the NCS charts (δ = 0.8; δ1 = 1.0).
n = 5

c 0 0 0.5 0.5 0 0.75 0.5 0.75 0.75 0 1.0 1.0
d 0 0.5 0 0.5 0.75 0 0.75 0.5 0.75 1.0 0 1.0

ρ a b
0.01 1.0 1.0 200.0 41.1 41.1 22.6 14.4 14.4 11.3 11.3 7.7 6.0 6.0 3.3
0.52 200.0 40.8 40.8 24.5 14.3 14.3 12.1 12.1 8.4 5.8 5.8 3.7
0.73 200.0 40.2 40.2 25.7 14.1 14.1 12.7 12.7 8.9 5.7 5.7 4.0
0.0 1.25 1.0 29.5 18.8 11.5 9.6 10.5 6.0 6.9 6.9 4.5 5.2 5.2 2.5
0.5 29.6 19.5 11.2 10.0 10.7 6.0 7.5 5.8 4.9 5.2 3.5 2.8
0.7 29.8 20.1 11.4 10.3 10.7 5.9 7.9 5.9 5.2 5.3 3.5 3.0
0.0 1.5 1.0 8.1 7.3 5.2 4.8 5.6 3.5 4.0 3.4 3.1 3.8 2.5 2.0
0.5 8.2 7.3 5.2 4.9 5.8 3.6 4.5 3.5 3.3 3.9 2.5 2.3
0.7 8.2 7.4 5.2 5.0 5.9 3.6 4.6 3.5 3.4 3.9 2.5 2.3
0.0 1.25 1.25 15.9 8.8 8.8 6.1 5.3 5.3 4.3 4.3 3.4 3.3 3.3 2.1
0.5 16.5 8.9 8.9 6.7 5.4 5.4 4.7 4.7 3.8 3.3 3.3 2.4
0.7 17.5 9.2 9.2 7.1 5.4 5.4 4.9 4.9 4.0 3.3 3.3 2.5
0.0 1.25 1.5 6.8 4.7 5.2 3.9 3.4 3.8 3.0 3.1 2.5 2.4 2.7 1.8
0.5 7.0 4.7 5.4 4.1 3.4 4.0 3.2 3.4 2.8 2.5 2.8 2.0
0.7 7.3 4.8 5.5 4.4 3.4 4.1 3.3 4.1 3.0 2.4 2.8 2.1
0.0 1.5 1.5 4.4 3.5 3.5 2.9 2.7 2.7 2.4 2.4 2.1 2.2 2.2 1.6
0.5 4.7 3.6 3.6 3.2 2.8 2.8 2.7 2.7 2.4 2.2 2.2 1.8
0.7 5.1 3.8 3.8 3.4 2.9 2.9 2.8 2.8 2.5 2.2 2.2 1.9

1CL=29.4; 2CL=29.3; and 3CL=29.2.

Table 2 - ARL values for the joint T 2 and |S| charts and NCS charts (ρ = 0.0; δ = 0.8; δ1 = 1.0;  
CL = 29.4).

n = 5
c 0 0 0.5 0.5 0 0.75 0.5 0.75 0.75 0 1.0 1.0
d 0 0.5 0 0.5 0.75 0 0.75 0.5 0.75 1.0 0 1.0

a b
1.0 1.0 200.0 48.9* 49.2 19.9 16.7 16.8 9.5 9.5 5.4 6.8 6.6 2.3

200.0 41.1** 41.1 22.6 14.4 14.4 11.3 11.3 7.7 6.0 6.0 3.3
1.25 1.0 42.6 22.2 17.5 11.0 11.2 8.9 6.7 6.3 4.4 5.2 4.7 2.1

29.5 18.8 11.5 9.6 10.5 6.0 6.9 6.9 4.5 5.2 5.2 2.5
1.5 1.0 15.3 10.7 9.0 6.7 6.9 5.8 4.8 4.6 3.5 4.0 3.7 2.0

8.1 7.3 5.2 4.8 5.6 3.5 4.0 3.4 3.1 3.8 2.5 2.0
1.25 1.25 15.6 9.9 9.8 6.8 6.2 6.3 4.7 4.7 3.5 3.9 3.9 2.0

15.9 8.8 8.8 6.1 5.3 5.3 4.3 4.3 3.4 3.3 3.3 2.1
1.25 1.5 15.3 5.5 5.8 4.4 4.1 4.3 3.4 3.4 2.8 3.0 3.0 1.8

6.8 4.7 5.2 3.9 3.4 3.8 3.0 3.1 2.5 2.4 2.7 1.8
1.5 1.5 4.4 3.6 3.6 3.1 3.0 3.0 2.6 2.6 2.3 2.4 2.4 1.7

4.4 3.5 3.5 2.9 2.7 2.7 2.4 2.4 2.1 2.2 2.2 1.6
*T 2 and |S| charts; **NCS charts.
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Table 3 - ARL values for the joint T 2 and |S| charts and NCS charts (ρ = 0.5; δ  = 1.2; δ1= 0.75; 
CL = 32.6).

n = 5
c 0 0 0.5 0.5 0 0.75 0.5 0.75 0.75 0 1.0 1.0
d 0 0.5 0 0.5 0.75 0 0.75 0.5 0.75 1.0 0 1.0

a b
1.0 1.0 200.0 38.4* 38.5 34.8 10.8 10.8 15.9 15.9 10.6 4.1 4.2 4.1

200.0 33.0** 33.0 29.5 11.0 11.0 13.8 13.8 9.9 4.6 4.6 4.2
1.25 1.0 41.6 17.7 14.1 15.8 7.6 6.6 10.1 8.7 7.1 3.5 3.5 3.5

29.6 15.8 10.2 11.3 8.1 5.1 8.3 6.3 5.6 4.0 3.0 3.0
1.5 1.0 14.6 8.9 7.7 8.4 5.2 4.6 6.4 5.7 5.0 3.0 2.9 3.0

8.0 6.5 4.9 5.3 4.7 3.3 4.6 3.8 3.5 3.0 2.3 2.4
1.25 1.25 15.9 8.7 8.6 8.6 4.9 4.8 6.1 6.1 4.9 2.9 2.9 2.9

16.7 8.0 8.0 7.3 4.5 4.5 5.0 5.0 4.1 2.8 2.8 2.5
1.25 1.5 7.3 5.1 5.2 5.1 3.5 3.6 4.1 4.2 3.6 2.5 2.4 2.4

6.9 4.4 4.8 4.4 3.0 3.4 3.3 3.6 3.0 2.2 2.4 2.1
1.5 1.5 4.3 3.5 3.5 3.4 2.7 2.7 2.9 2.9 2.7 2.1 2.1 2.1

4.6 3.4 3.4 3.3 2.6 2.6 2.7 2.7 2.4 2.0 2.0 1.8
*T 2 and |S| charts; **NCS charts.

Table 4 - ARL values for the joint T 2 and |S| charts and NCS charts (ρ = 0.7; δ = 2.0; δ1 = 0.7;  
CL = 45.75).

n = 5
c 0 0 0.5 0.5 0 0.75 0.5 0.75 0.75 0 1.0 1.0
d 0 0.5 0 0.5 0.75 0 0.75 0.5 0.75 1.0 0 1.0

a b
1.0 1.0 200.0 20.6* 20.2 39.7 5.7 5.6 16.5 16.5 12.9 2.3 2.3 5.0

200.0 21.2** 21.2 34.1 6.9 6.9 15.2 15.2 11.1 3.0 3.0 4.7
1.25 1.0 39.1 11.9 9.8 17.1 4.6 4.2 10.6 8.7 8.2 2.2 2.2 4.1

33.6 11.5 8.7 13.3 5.2 4.1 9.1 6.9 6.3 2.7 2.4 3.4
1.5 1.0 13.1 6.9 5.8 8.3 3.6 3.4 6.4 5.6 5.3 2.0 2.1 3.3

9.4 5.6 4.6 6.0 3.6 2.9 5.1 4.1 3.9 2.2 2.0 2.6
1.25 1.25 15.7 6.9 6.8 9.2 3.5 3.5 6.2 6.2 5.4 2.0 2.0 3.3

19.3 6.9 6.9 8.7 3.6 3.6 5.7 5.7 4.8 2.1 2.1 2.9
1.25 1.5 7.2 4.4 4.5 5.3 2.8 2.8 4.0 4.2 3.8 1.9 1.8 2.7

8.1 4.2 4.6 5.2 2.7 2.9 3.8 2.9 3.5 1.9 1.9 2.4
1.5 1.5 4.3 3.1 3.1 3.6 2.3 2.3 3.0 3.0 2.9 1.7 1.7 2.2

5.5 3.4 3.4 3.9 2.3 2.3 3.1 3.1 2.9 1.7 1.7 2.1
*T 2 and |S| charts; **NCS charts.

On the other hand, when c = d = 0.0 and a = b = 1.25, the ARL value increases from 13.8 to 
22.3 as δ  increases from 0 to 2.0.

Table 8 shows the effect of δ1 on the ARL value of the joint NCS charts. In general, larger 
values of δ1 are better for detecting changes in the mean vector when both variables are 
affected by the assignable cause and smaller values of δ1 are better for detecting changes 
in the mean vector when only one variable is affected by the assignable cause.
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Table 9 presents the values of Pv, which corresponds to the probability of the control chart 
signaling that the assignable cause affects the mean and/or the variance of the X variable 
(given by T(x) > CL) when in reality it affects the mean and/or the variance of the Y variable. 
From this table we can observe that the probability of the chart erroneously signaling is small 
(less than 5.0 %). The Pv values are obtained by the expression (A3) in the Appendix.

Table 6 - ARL values for the joint T 2 and |S| charts and NCS charts (ρ = –0.7; δ = 2.0; δ1 = 0.7;  
CL = 45.75).

n = 5
c 0 0 0.5 0.5 0 0.75 0.5 0.75 0.75 0 1.0 1.0
d 0 0.5 0 0.5 0.75 0 0.75 0.5 0.75 1.0 0 1.0

a b
1.0 1.0 200.0 20.6* 20.2 2.9 5.7 5.6 1.6 1.6 1.2 2.3 2.3 1.0

200.0 21.2** 21.2 3.9 6.9 6.9 2.2 2.2 1.5 3.0 3.0 1.1
1.25 1.0 39.1 11.9 9.8 2.6 4.6 4.2 1.6 1.6 1.2 2.2 2.2 1.0

33.6 11.5 8.7 3.0 5.2 4.1 2.0 1.9 1.4 2.7 2.4 1.1
1.5 1.0 13.1 6.9 5.8 2.4 3.6 3.4 1.6 1.7 1.3 2.0 2.1 1.0

9.4 5.6 4.6 2.4 3.6 2.9 1.8 1.7 1.4 2.2 2.0 1.1
1.25 1.25 15.7 6.9 6.8 2.3 3.5 3.5 1.6 1.6 1.2 2.0 2.0 1.0

19.3 6.9 6.9 2.5 3.6 3.6 1.7 1.7 1.4 2.1 2.1 1.1
1.25 1.5 7.4 4.3 4.5 2.1 2.8 2.8 1.5 1.5 1.2 1.9 1.8 1.0

8.2 4.2 4.6 2.1 2.7 2.9 1.6 1.6 1.3 1.9 1.9 1.1
1.5 1.5 4.3 3.1 3.1 1.9 2.3 2.3 1.4 1.4 1.2 1.7 1.7 1.0

5.5 3.4 3.4 1.9 2.3 2.3 1.5 1.5 1.3 1.7 1.7 1.1
*T 2 and |S| charts; **NCS charts.

Table 5 - ARL values for the joint T 2 and |S| charts and NCS charts (ρ = –0.5; δ = 1.2; δ1 = 0.75; 
CL = 32.6).

n = 5
c 0 0 0.5 0.5 0 0.75 0.5 0.75 0.75 0 1.0 1.0
d 0 0.5 0 0.5 0.75 0 0.75 0.5 0.75 1.0 0 1.0

a b
1.0 1.0 200.0 34.9* 34.9 6.7 10.6 10.6 3.2 3.2 1.9 4.1 4.1 1.1

200.0 33.0** 33.0 10.1 11.0 11.0 5.0 5.0 3.2 4.6 4.6 1.6
1.25 1.0 41.6 17.7 14.1 5.0 7.6 6.6 2.8 2.8 1.9 3.5 3.5 1.2

29.6 15.8 10.2 5.5 8.1 5.1 3.7 3.4 2.5 4.0 3.0 1.5
1.5 1.0 14.6 8.9 7.7 3.9 5.2 4.6 2.5 2.5 1.8 3.0 2.9 1.2

8.0 6.5 4.9 3.5 4.7 3.3 2.7 2.5 2.0 3.0 2.3 1.4
1.25 1.25 15.9 8.7 8.6 3.8 4.9 4.8 2.5 2.5 1.8 2.9 2.9 1.2

16.7 8.0 8.0 4.0 4.5 4.5 2.7 2.7 2.0 2.8 2.8 1.4
1.25 1.5 7.2 5.0 5.3 3.0 3.5 3.6 2.2 2.2 1.7 2.5 2.5 1.2

6.9 4.4 4.8 2.9 3.1 3.4 2.2 2.2 1.8 2.2 2.4 1.3
1.5 1.5 4.3 3.5 3.5 2.4 2.7 2.7 1.9 1.9 1.6 2.1 2.1 1.2

4.6 3.4 3.4 2.4 2.6 2.6 1.9 1.9 1.6 2.0 2.0 1.2
*T 2 and |S| charts; **NCS charts.
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Table 7 - The influence of δ on the ARL of the joint NCS charts (ρ = 0.5).
δ1 = 1.0

δ 0 0.5 0.7 1.0 2.0
CL 18.33 24.10 27.50 33.50 61.12

a b c d
1.0 1.0 0 0 200.0 200.0 200.0 200.0 200.0

0 0.5 76.7 47.8 42.6 38.7 34.9
0.5 0.5 50.3 28.5 25.5 23.1 20.3
0 1.0 12.0 6.8 6.1 5.6 4.9
1.0 1.0 7.2 4.2 3.9 3.5 3.1

1.25 1.0 0 0 24.5 26.5 29.0 31.1 38.2
0 0.5 21.3 19.5 19.4 19.6 20.7
0.5 0 13.7 11.7 11.6 11.3 12.1
0.5 0.5 12.8 10.5 10.3 9.8 10.3
0 1.0 8.8 5.9 5.5 5.0 4.6
1.0 0 4.9 3.8 3.6 3.5 3.4
1.0 1.0 4.1 3.0 2.8 2.7 2.6

1.25 1.25 0 0 13.8 15.2 16.8 18.1 22.3
0 0.5 9.7 8.8 9.1 9.2 9.9
0.5 0.5 7.8 6.9 6.7 6.7 7.2
0 1.0 4.3 3.5 3.4 3.3 3.3
1.0 1.0 3.0 2.4 2.4 2.3 2.3

Table 8 - The influence of δ1 on the ARL of the joint NCS charts (ρ = 0.5).
δ = 1.0

δ1 0.5 0.75 1.0 2.0
CL 26.85 29.15 33.50 61.00

a b c d
1.0 1.0 0 0 200.0 200.0 200.0 200.0

0 0.5 34.8 35.7 38.7 38.1
0.5 0.5 50.6 28.6 23.1 20.5
0 1.0 5.1 4.9 5.6 6.3
1.0 1.0 6.6 4.2 3.5 3.1

1.25 1.0 0 0 28.5 27.4 31.1 42.1
0 0.5 15.5 16.2 19.6 24.4
0.5 0 10.5 10.4 11.3 14.2
0.5 0.5 14.6 10.8 9.8 10.1
0 1.0 4.2 4.3 5.0 6.1
1.0 0 3.2 3.1 3.5 4.6
1.0 1.0 4.1 3.0 2.7 2.6

1.25 1.25 0 0 16.2 15.5 18.1 23.6
0 0.5 8.2 7.9 9.2 11.9
0.5 0.5 8.8 7.0 6.7 7.5
0 1.0 2.9 2.8 3.3 4.4
1.0 1.0 3.1 2.5 2.3 2.3
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Table 10 - Values of X, Y, T(x), T(y), T 2 and |S|.
Sample Observations

1 2 3 4 5 T(x) T(y) T2 |S|
1 X 0.53 –1.83 0.20 0.89 –0.80 10.96 20.06 5.45 0.51

Y –0.27 –1.71 –0.10 –1.30 –1.55
2 –1.63 –0.86 –0.25 0.78 –1.30 15.70 11.31 2.47 0.13

–0.54 –0.51 –0.93 0.14 –0.93
3 –0.27 0.12 –0.10 –0.73 –1.05 9.41 5.90 0.93 0.06

–0.66 0.71 –0.18 0.22 –0.43
4 –0.27 –0.68 –0.59 –1.60 –0.23 13.66 11.97 2.55 0.09

–1.01 –0.31 –0.17 –1.38 0.18
5 –0.07 0.77 2.02 –0.56 0.15 17.75 14.66 3.34 0.54

0.48 –0.27 0.07 –1.66 –0.39
6 2.20 0.05 1.07 –0.22 0.38 21.72 10.27 3.38 0.39

0.52 –0.85 1.07 –0.73 –0.17
7 0.83 0.82 0.76 1.93 –1.15 21.87 9.68 3.10 0.47

0.97 –0.11 –0.44 –0.60 –0.20
8 1.25 3.63 1.68 –0.10 –2.12 39.68 9.94 5.27 1.17

0.14 0.53 0.54 –0.12 –1.29
9 2.59 1.90 0.80 0.68 –1.87 32.00 27.93 16.89 1.39

–0.77 –0.51 –0.81 –0.34 –2.64
10 –0.14 1.01 1.13 1.52 2.33 31.27 13.30 10.95 0.58

–0.71 –1.61 0.59 0.37 0.35

Table 9 - Pv values for the joint NCS charts (%) (ρ = 0.5; δ =1.2; δ1 = 0.75; CL = 32.6).
n = 5

c 0 0 0 0 0
d 0.5 0.75 1.0 1.5 2.0

a b
1.0 1.25 5.0 3.0 1.9 1.2 1.0
1.0 1.5 2.0 1.6 1.4 1.0 0.9
1.0 1.75 1.2 1.1 0.9 0.8 0.7
1.0 2.0 0.9 0.9 0.8 0.7 0.6

Example
In this section we provide an example to illustrate the use of the joint NCS charts. 

When the process is in-control, the mean vector and the covariance matrix are given by 

'
0  µ =  (0,0) and 0

1 0.5

0.5 1

 
∑ =  

 
, respectively. 

We initially generate 5 samples of size n = 5 with the process in control. The remaining 
5 samples were simulated considering that the assignable cause changed the mean and 
the variability of X, that is, c = 1.0 and a = 1.25. 

Table 10 presents the data of X, Y, T(x), T(y), T 2 and |S|. Figure 1 shows the joint 
NCS charts with design parameters δ = 1.2, δ1 = 0.75 and CL = 32.6 (according to Table 2, 
a = 0.5%). Figure 2 shows the joint T 2 and |S| charts. The joint NCS charts signal an 
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out-of-control condition at sample 8. We can observe from Figure 1 that the variable X 
was the responsible for the out-of-control signal. The joint T 2 and |S| charts signal an 
out-of-control condition at sample 9. According to Figure 2, the T 2 chart was the responsible 
for the signal; however, it is not possible to identify the variable that had the parameter(s) 
affected by the assignable cause. 
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Figure 1 - Joint NCS charts – example.

Conclusions
In this article it is proposed the joint use of two charts based on the non-central 

chi-square statistic (NCS statistic) for monitoring the mean vector and the covariance 
matrix of bivariate processes. The way the NCS statistics were defined allowed to obtain 
the expression to compute ARL, which is defined as the average number of samples the 
joint charts need to signal an out-of-control condition. The joint NCS charts might be more 
sensitive to changes in the mean vector or, alternatively, more sensitive to changes in the 
covariance matrix, accordingly to the values of their design parameters. The proposed 
scheme is an alternative to the joint use of the T 2 and |S| charts which, in general, is faster 
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in signaling out-of-control conditions. The joint NCS charts are recommended for those who 
aim to identify the out-of-control variable instead of the parameter that was affected by the 
assignable cause: if only the mean vector or only the covariance matrix or both. The risk of 
the joint NCS charts misidentify the out-of-control variable is small (less than 5.0%). 
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Appendix: the Probability of T (x) and/or T (y) Exceeding the Control Limit.

When the process is in-control the covariance matrix is given by 
2

0 2

x xy

yx y

s s

s s

 
 ∑ =   

. The 

assignable cause changes the mean vector from µ0 to µ'l = µx + csx; µy + dsy 
and/or changes 

the covariance matrix from Σ0 to 
2 2

1 2 2

x xy

xy y

a ab

ab b

s s
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. We consider that the assignable cause 

does not affect the correlation between X and Y, given by xy

x y

s
ρ

s s
= . 

Let Xi and Yi, i = 1, 2, 3,…, n, be the measurements of the variables X and Y arranged in 

groups of size n > 1. Let 1( ... ) /nX X X n= + +  and 1( ... ) /nY Y Y n= + + be the sample means of the 

variables X and Y, and let ( ) xe x X µ= −  and ( ) ye y Y µ= −  be the difference between the sample 

means and the target values of the process means. The two-non central statistics are given by: 
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after some manipulation, we have that:
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Consequently: 
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If X and Y are normally distributed we have,
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or
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recalling that the notation   

2

1, 222
n

n 


  represents a non-central chi-square distribution 
with n degrees of freedom and non-centrality parameter given by 2 2 2( / 1 –  ) nρ ρ χ . The 
subroutine CSNDF available on the IMSL Fortran library (1995) was used to compute the 
non-central chi-squared distribution function in expression (A1).

Finally, we have that the probability of T(x) and/or T(y) exceeding the control limit is 
given by:
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where ( ),
x y

f Z Z  is a standardized bivariate normal distribution function with correlation ρ.
During the in-control period a = b = 1, c = d = 0. As the false alarm risk of the control chart 

is a continuous decreasing function of CL, a grid search using (A2) allow us to obtain the 
value of CL that equates p to a specified false alarm risk (a), reminding that 0 1ARL a= . 

According to the expressions (A1) and (A2), the control limits depend on the correlation; 
however, the correlation has minor influence on the performance of the NCS charts.

The Pv values are given by:
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with b >1 and/or d > 0 and a = 1 and c = 0.




