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Abstract
This paper presents a project methodology applied to reconfigurable processes in the 
context of agile manufacturing systems. The proposal methodology consists of a cyclic 
three-stage development – modeling, synthesis and implementation – until the real 
system accomplishes the required application, resulting in the project of the automated 
and integrated system. The present paper details the three stages and describes which 
steps must be executed on each one of it. Also, the mathematical formalism used in 
methodology is presented, as a basis for implementation of reconfigurable processes. 
To submit to a test and validate the proposal approach, the methodology is applied to a 
manufacturing system’s prototype. In the experiment, it is considered that 2 products 
must be manufactured in different times, demanding the processes can be reconfigurable 
in a fast and reliable way.

Keywords: reconfigurable processes, agile manufacturing, design methodology, systems 
integration, discrete event systems, manufacturing technologies

Introduction
In order to be competitive, manufacturing, more than any other activity area in 

economy, needs to continuously adapt to changes in the market. The increase in global 
competition is pushing enterprises to reduce the time response when launching new 
products and to offer competitive prices. Diversity, fluctuations in demand, the short 
life cycle of products due to the frequent introduction of new needs, in addition to the 
increase in the client’s expectations in terms of quality and delivery time, are nowadays 
the main challenges which companies have to deal in order to keep competitiveness and 
stay in the market.
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The concept of Agile Manufacturing (AM) was first introduced in the early 90’s as a 

response to the constant changes in the new economy and as a basis for competition in 

a globalized economy (Wang et al., 2005a,b). Based upon this general concept, Sanchez 

and Nagi (2001) point out that the meaning of AM depends on the company’s segment 

and its context. According to the authors, nine categories can be defined through the 

identification of papers related to AM, such as product design and manufacturing systems, 

supply chain, information systems and process planning.

According to Kusiak and Salustri (2007), Kusiak and Huang (1996) and Chun-Che and 

Kusiak (1998), AM can be reached through the strategy of product modularisation or the 

adoption of reconfigurable processes. The authors state that product modularity consists 

of using common units with the purpose of creating product variants. The advantage with 

this approach is to allow a scale economy, increase product variety, decrease lead-time, 

increase product/component change and have easy diagnoses, maintenance, and repair 

and product discharge (Kelkar et al., 2005). According to Rao et al. (2006) and Zhang 

et al. (2002), the reconfiguration of manufacturing systems can be accomplished through 

hardware changes (layout, machine updating and computer hardware) and software 

(integrated control of hardware components). The software reconfiguration consists of 

quickly and efficiently creating and modifying the control system. These reconfigurations 

allow greater flexibility to the manufacturing system, thus making it agile (Hoda and 

Maraghy, 2006; Bi et al., 2007). According to Gamberi et al. (2008), Manzini et al. (2005) 

and Manzini et al. (2004), there are two kinds of flexibility: Capability flexibility, ability 

of a system to adapt to changing market demands in terms of product variations and 

changes; Capacity flexibility, ability of a system to react to changing market demands in 

terms of product quantities.

Wadhawa et al. (2005) and Moore et al. (2003) add that the system flexibility is related 

to a control system’s implementation time. Generally, the system flexibility imposes that 

the implementation time for new applications, which can demand the reconfiguration of 

software and hardware, be as short as possible, since new products invariably have new 

requirements and specifications related to automation, layout and integration. However, 

Ollero et al. (2006) and Erbe (2002) point towards the insufficient flexibility in highly 

automated manufacturing systems. Furthermore, the authors identify that the main 

reason derives from a combination of losses in consequence of this conversion, i.e., the 

lead-time of equipment and the high cost of specialized maintenance, which restricts the 

expected profits. Therefore, many factories are decreasing the level of automation in the 

shop floor, or are planning to do so.

In order to approach the flexibility issue in the context of reconfigurable processes, 

it is essential to establish systematic procedures that may characterize the development 

cycle of a control system (Goyon et al., 2004). This systematisation consists of using formal 

models for analysis, synthesis and implementation of control systems for Discrete Event 
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Systems (DES). A DES can be defined as a dynamic system that evolves according to the 

occurrence of events. A classical example of DES is a manufacturing system. Cassandras 

and Lafortune (2008) enumerate the main models that are used: Timed Petri Nets, 

Controlled Petri Nets, Markov Chains, Queuing Theory, Generalized Semi-Markov Process 

and Simulation, Max-Plus Algebra, Formal Languages and Automata.

Among the models previously mentioned, the Controlled Petri Nets (Holloway et al., 

1997) and the Supervisory Control Theory (SCT) (Ramadge and Wonham, 1989), based on 

Formal Languages and Automata (Carrol and Long, 1989), are more appropriate for the 

development of control systems. Differently from the other models, which emphasize 

the systems analyses, the two mentioned models are provided with procedures for the 

synthesis of control systems.

The model proposed by Ramadge and Wonham (1989) allows an automatic control 

synthesis process instead of the usual manual and heuristic procedures. In addition to 

this advantage, the synthesis procedure demands that the obtained supervisor must 

always fulfill the control specifications. This way, new control systems may be rapidly and 

automatically designed when modifications, such as redefinition of specifications and 

physical changes, are necessary. For these reasons, the present work uses the SCT as a 

formal tool to obtain the supervisors for the manufacturing automated systems.

This work presents an approach for the project and for the development of the control 

system in a context of reconfigurable processes, aiming at an agile manufacturing. The 

contribution of the proposed approach, characterized by a development cycle – modeling, 

synthesis and implementation –, consists of treating the manufacturing automated 

systems project with higher efficiency, effectiveness and reliability when new applications 

are necessary. Such applications might come from the insertion of new products, from the 

reconfiguration of processes and existing products, from new demanding necessities or 

from technological modernization. To do that, the present paper proposes a hardware and 

software environment in order to implements the mentioned approach.

The aim of this paper is to provide an approach in which the automated and integrated 

systems’ designers can reconfigurable the manufacturing processes whenever a new demand 

(application) has been established. For reach this, the paper aims to integrate formal tools 

(SCT), software and hardware platforms in order to establish the methodology.

The present paper is organized as follow. Section 2 presents briefly a conceptual 

review of the mathematical formalism used, which involves the modelling and control of 

manufacturing systems, as well as the associated implementation techniques. Section 3 

presents the proposed approach, giving details of the stages that compose it. The example 

of application is shown in Section 4. As an application test, the development cycle is used 

to reconfigure the process of a new manufacturing system prototype due to the necessity of 

including a new product (specification changes). In Section 5 is presented the conclusions 

and future works that can be derived from the proposal approach.
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Modeling and Control of Manufacturing Systems
In the SCT, the plant is represented by an automaton G, being G = (Σ, Q, δ, q0, Qm), 

where Σ is the alphabet of events; Q is the set of states; δ:Q×Σ→Q is the state transition 

function; q0 ∈ Q is the initial state and Qm ⊆ Q is the set of marked states. Marking of states 

allows specifying the system’s completed tasks. The set of events is partitioned into two 

disjoint sets, being the set of controllable events Σc ⊆ Σ, and the set of uncontrollable 

events Σu ⊆ Σ. An event is classified as controllable if its occurrence can be disabled by the 

control action of some supervisor. It is classified as uncontrollable in the opposite case. 

The plant is associated with two languages: the generated language L(G) representing all 

the possible sequences of events in G; and the marked language Lm(G) wich represents the 

accomplished tasks or the marked behavior of G. 

A supervisor S: L(G) → 2Σ is a function that maps from the sequence of generated events 

to a subset of controllable events to be enabled or disabled. The optimal behaviour of the 

plant G under supervision of supervisor S is represented by the language marked by the 

automaton S/G. The necessary and sufficient conditions for the existence of a supervisor 

are presented in Ramadge and Wonham (1989). A possible representation of a supervisor 

is a pair S = (S, Φ), where S = (QS, ΣS, δS, q0S, Qm
S) is an automaton with ΣS = ΣG = Σ and Φ : 

QS → 2Σ is an output map that specifies the subset of controllable events to be disabled at each 

state of the automaton representing the supervisor. Usually the automaton representing 

the supervisor is the automaton S/G itself. Minhas (2002) and Su and Wonham (2004) deal 

with the reduction of supervisors. The reduction of the supervisor S is the achievement 

of another representation of it, namely S = (Sr, Φr), where the automaton Sr has a smaller 

number of states than the automaton S/G and such that this reduction does not affect the 

control action of the supervisor. 

According to the Local Modular Control (LMC) approach [26], the system to be controlled 

is modeled by a Product System Representation (PSR), i.e., by a set of asynchronous 

subsystems {Gi | i ∈ I} such that all pairs of subsystems in this set have disjoint alphabets 

(Ramadge and Wonham, 1989). The behavior of each subsystem is represented by an 

automaton Gi = (ΣGi, QGi, δGi, q0
Gi, Qm

Gi), such that the behavior of the entire system tp be 

controlled is obtained by the synchronous product [31] of all subsystems of the PSR, 

i.e. G = ||∀i∈I Gi. The whole set of events is Σ = ∪∀i∈I Σ
Gi. Considering a subsystem in 

{Gi | i ∈ I}, Σc
Gi denotes its set of controllable events and Σuc

Gi
 its set of uncontrollable 

events. 

The LMC approach states that, instead of synthesizing a single global supervisor that 

satisfies the entire set of specifications, one local supervisor is synthesized in order to 

satisfy each specification. Each one of the local supervisors restricts the behaviour of 

a part of the system to be controlled. This part is the local plant corresponding to the 

considered supervisor. A local plant (Glj) is obtained performing the synchronous product 

of the subsystems which share events with the considered specification. The synthesis of 
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a local supervisor (Sj) is performed considering the corresponding specification (Ej) and 
its local plant (Glj). By using this procedure, it is possible to synthesize a local supervisor 
for each one of the established specifications. If at least one local supervisor in the set 
{Sj | j ∈ J} disables the occurrence of an event, then the occurrence of this event is disabled 
in G. Even when each local supervisor is non-blocking the concurrent control action of the 
whole set of supervisors may result in the blocking of the entire system. Therefore, after 
accomplishing the synthesis procedure, it is necessary to verify the modularity property of 
the set of supervisors as stated in Queiroz and Cury (2000).

With the purpose of executing the local modular control approach in a readable 
structure, we propose programming the control system in a three-level hierarchy 
(Queiroz and Cury, 2002b), according to Figure 1. The set of local modular supervisors 
is implemented in this level exactly as theoretically conceived by Ramadge and Wonham 
(1989). The program updates the active states according to the automata’s structures and 
to the state changes in the Product System level. A feedback map associates the active 
states to a set of disabling signals, which control the Product System. The Product System 
level’s main function is to execute the commands that are allowed by the plant and are not 
disabled by the supervisors. The parallel evolution of the asynchronous sub-plants follows 
executed commands and responses from the Operational Sequences level, which signal 
state changes to the controllers.

Operational Sequences work as an interface between the theoretical Product System 
and the Real System. At this level, the program interprets the abstract commands as 
logical procedures that guide the operation of each particular subsystem. These low-level 
sequences generate the control system output signals and read the input signals, supplying 
the Product System with logical responses that reflect the occurrence of uncontrollable 
events (Queiroz and Cury, 2002b).
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Figure 1 - Control structure proposed by Queiroz and Cury (2002b).
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Proposed Development Approach
This section presents a development approach for control systems for reconfigurable 

processes in the context of agile manufacturing. In the first stage (modelling), the 

approach uses Formal Languages and an Automata Theory to represent the manufacturing 

system (for example, handling systems and processing cells) and the specifications (for 

example, operational and security requirements, and production routing). In this stage, 

models are modified when reconfigurations in processes are needed. In the second stage 

(synthesis), a specific approach (SCT and its extensions) is chosen according to the 

problem to be treated. Based on a specific approach, a single supervisor or local modular 

supervisors are obtained from manufacturing system and specification models, according 

to the SCT. In the third stage (implementation), occurs the translation of the theoretical 

supervisors into the own industrial platform’s language (IEC 61131-3, 1998), according 

to a control structure shown in Figure 1. For validating purposes, the control structure is 

initially simulated, allowing the designer to substitute or modify the models. Gradually, 

parts of the structure are changed into control devices, which are attached to the real 

system. The implementation stage is finished in the moment that the control structure is 

fully accomplished.

Figure 2 shows the development cycle, which is characterized by three stages: 

 modeling, synthesis and implementation. In the modeling stage we select from the 

subsystem and specification libraries a set of models to represent the real system and the 

application, respectively. In the synthesis stage, those models are used to generate local 

modular supervisors, according to the SCT (Ramadge and Wonham, 1989) and the Local 

Modular Control Theory (Queiroz and Cury, 2002a). In the implementation stage, the 

three levels of control structures (modular supervisors, product system and operational 

sequences) are integrated and gradually implemented in three steps: simulation, simulation 

and insertion of Control and Communication Technologies (CCT), and execution.

The control system development occurs cyclically in three stages – modeling, synthesis 

and implementation – up to the moment in which it complies with the real system’s 

demanded application, thus resulting in an integrated and automated system. This 

development mode allows a continuous review of the results obtained in each step. By 

doing this, the designer can receive a new application (for example, a need for processes 

reconfiguration) and select new specification or subsystem models, which will appropriately 

comply with this new application.

A library of AMT gives support to the technological basis for the definition of operational 

sequences related to the subsystems, to the implementation of modular supervisors and to 

the needs for process reconfiguration. According to Gouvêa da Costa et al. (2000), the AMT 

concept includes numerical and computational based devices (software and hardware), 

designed to accomplish or support manufacturing activities and tasks. Communication 
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technologies, programmable logical controllers (PLC), sensors and industrial actuators, 
are all examples of AMT.

Modeling stage

Automated manufacturing systems with characteristics of flexibility are made up 
of production cells, such as processing, welding, painting and assembly; of material 
handling systems, like conveyor belts, rotating tables, auto-guided vehicles (AGV) and 
automated storage and retrieval systems (AS/RS) (Groover, 2008) (Zhang et al., 2002). We 
can characterize a control system applied to manufacturing as being constituted by two 
levels: the supervision level and the subsystem level. The subsystem level is responsible 
for controlling the cells’ local tasks and the material handling system. The supervision 
level is responsible for coordinating the cells’ tasks, in such a way that the specifications 
(for instance, security and routing) are considered.

According to the modular approach, the several subsystems’ open-loop behaviours 
(with no control) may be modelled with a set of asynchronous automata (with no common 
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Figure 2 - Development cycle of control systems for reconfigurable processes.
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event). This way, Queiroz and Cury (2002a) state that it is feasible to obtain a Product 

System Representation (PSR), according to what was discussed in the previous section. 

The steps that are needed for modeling are described as follows:

1) Identify the set of subsystems involved in the manufacturing system;

2) Build the Gi automaton of each subsystem i involved, as synthetically as possible;

3) Calculate the most refined Product System Representation (PSR) and produce the 

composition of synchronous subsystems; and

4) Model each isolated specification, considering only the relevant events.

According to the development cycle presented in Figure 2, we should initially select 

the adequate models related to all the subsystems that compose the real system. After 

that, we should select models that represent the specifications to be applied to the system, 

and these should define the way to coordinate all the subsystems. Therefore, the task 

of building appropriate models, which represent the subsystems, as well as each one 

of the specifications, is not a simple task and requires certain experience in modeling 

manufacturing systems (Cassandras and Lafortune, 2008). This way, despite the advantage 

of the SCT in the supervisor automatic synthesis, the construction of models for the real 

system and specifications might depend on the designer’s experience and inspiration, 

thus compromising the reliability, necessary time and development global cost.

Modeling starts by identifying the subsystems that form the global plant. In many 

cases, this activity consists of a relatively simple task, once the real system’s spatial 

configuration (for example, a manufacturing system composed by cells and stations) 

allows the designer to identify the several existing subsystems. The attention here shall be 

to consider the identification of each state of the subsystems. The coordination function 

the supervision system expects must be compatible with the correct identification of the 

subsystems’ several states. In general, it is possible to identify the following subsystems’ 

states:

•	 Inactive	state	(usually,	the	initial	state);

•	 Active	states	(a	subsystem	may	eventually	have	different	functioning	states);	and

•	 Failure	or	break	interruption	state.

When modeling specifications, the construction of a set of models corresponds to the 

requirements to be imposed to the subsystems. Cassandras and Lafortune (2008) define 

the specification classes commonly present in a SED. The authors consider four cases in 

which the specification models are based: prohibited states, alternation of events, illegal 

chains and states refinement. In the first case, we identify states in the real system’s 

model that cannot occur due to physical restrictions or security. The specification model 

is obtained by simply excluding those states from the system. In the second case, the 

coordination requirement imposes an alternation between events. For example, the need 

to alternate between two events α and β, when α occurs first, leads to the construction 

of a two-state automaton to accomplish this alternation. In the third case, we identify as 
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illegal all the chains in the real system model that contain certain sub-chains. In this last 

case, we need to memorize how a certain system state was reached so as to specify which 

future behaviours are acceptable. We should then refine such state in as many states as 

necessary.

In a previous work, Santos and Busetti (2004a,b) proposes the creation of libraries 

with specification models related to the manufacturing systems’ physical configuration. 

The aspect that is mainly explored is the transportation mode used between these work 

cells. This way, the use of synchronous conveyors (Groover, 2008) leads to a particular 

group of specifications. The use of intermediate positions (due to physical restrictions 

or to a delay preview in the product transference) between work cells also generates 

particular specifications models. Santos and Busetti (2004a,b) explore other several 

possible configurations in manufacturing systems and for each one of these a specification 

model is associated. In addition to the use of libraries, the modeling step assumes that all 

subsystems that compose the manufacturing system are identified and have each one of 

them, an associated operational sequence.

Synthesis stage

The steps that are necessary for the synthesis are described as follows:

1) Obtain the local plant for each specification. To do that, it is necessary to compose 

the PSR subsystems that have events in common with a related specification;

2) For each local plant, calculate the language that fulfils the specification (by means 

of the synchronous product of each local plant and its respective specification);

3) Calculate the maximum controllable language contained in each local 

specification;

4) Check the resulting languages’ local modularity;

5) If they are not modular, try to solve the problem using another approach; and

6) If they are modular, implement a local supervisor for each controllable language.

This stage consists of applying the synthesis procedure proposed by Ramadge and 

Wonham (1989) and Queiroz and Cury (2002a). Local modular supervisors are synthesized 

from the subsystem and specification models selected in the previous stage. Considering 

that each following step has the objective of implementing the supervisors in industrial 

platforms (for example, a PLC), it is still necessary to apply supervisor reduction algorithms 

(Vaz and Wonham, 1986; Su and Wonham, 2004), so as to obtain reduced supervisors (fewer 

states) with the same control action. This allows a smaller amount of memory and a better 

control program legibility.

Based on specific mathematical formalisms, we can still identify the tools related to the 

control structure synthesis. As an example, we have the control system synthesis process 

in an SCT, which can be accomplished through a TCT (Wonham, 1999), GRAIL (Raymond 

and Wood, 1996), DESCO (Fabian and Hellgreen, 2006), UKDES (Chandra et al., 2002), and 
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VER (Balemi et al., 1993). The computer tool SUPREMICA (Akesson, 2002) translates a 
formal language (automaton) into a normalized control language (IEC 61131-3, 1998).

Implementation stage

The control structure (supervisors and product system) obtained in the synthesis stage 
is initially implemented in an environment named Supervisor Code Generator (SupCoG). 
This consists of a computer platform that accomplishes two operations: it generates the 
control code from the TCT’s tables that correspond to the supervisor and product systems; 
it sends and receives external signals that correspond to the commands and responses 
associated to the product system level. The implementation stage includes three steps, 
according to Figure 3.

In the implementation stage’s first step, we simulate the control structure’s three 
levels (modular supervisors, product system and operational sequences). To do that, the 
SupCoG is attached to a plant simulator (e.g. Arena®, Pro Model®, EM-Plant®) so that both 
may exchange signals. In the simulator, the subsystems are implemented, according to 
the real system’s configuration, which was used for the product system generation. This 
way, the simulation occurs according to the restrictions imposed by the local modular 
supervisors. The simulation result allows us to evaluate the completion and correctness 
in the subsystem or specification models. The control structure simulation is useful either 
to do the first validation of the built models (subsystems and specifications) or to detect 
modifications and the necessary inclusions. The designer may start to run the local 
modular supervisor level and the product system, and follow the evolution of the states 
and associated control actions.

In the implementation stage’s second step, the subsystems implemented in the plant 
simulator are progressively substituted by real components of the plant that runs the real 
operational sequences (e.g. PLC, PC-based control). This way, the SupCoG communicates 
simultaneously with the plant simulator and the real subsystems by inserting 
communication and control technologies. In this step, it is possible to progressively 
validate the control structure (software), when it is connected to the real system, and to 
analyse questions related to the distribution of the physical control system (hardware).

In the third step, the devices (e.g. PLC, PC-based control) that implement the operational 
sequences (OS) are completely attached to the respective sensors and actuators in the real 
subsystems. In this step, also occurs the translation of the modular supervisors set and 
the product system (a set of subsystems models) into their own programmable controllers’ 
programming language (IEC 61131-3, 1998).

Methodology Experimental Application
The methodology that is proposed in this work is applied to the project and re-project 

of a manufacturing system prototype (reconfigurable processes). Initially, the project is 
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developed considering the production of a single product family (initial application). Next, 
due to a new market need (a new application), the re-project is developed considering 
the insertion of a new product family in the real system that already exists. This section 
presents the description of the real system (prototype), the applications demanded and 
the development cycle steps – modeling, synthesis and implementation – for the project 
and re-project of the reconfigurable processes.

Real system description (manufacturing system prototype)
The system prototype, which is presented in Figure 4, executes typical manufacturing 

operations: manufacturing processes, conveying, measurement, storage and classification. 
The system’s main purpose is to classify, to process and to store products according to 
certain attributes. The system is composed by six subsystems: material supply (G1), 
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classification and measurement (G2), conveying (G3), processing 1 (G4), processing 2 (G5) 
and storage (G6).

The G1 subsystem has the purpose of storing and supplying raw materials with no 
classification to subsystem G2. Subsystem G2 accomplishes two activities with the raw 
materials: it classifies them according to their type (colour and material) and measures 
their height. Measurement is done because these raw materials may not be uniform, and 
therefore, there might be different classes of dimensional tolerance. It is necessary to have 
a measurement device, once the G2 subsystem may discard some materials that do not fit 
the desired tolerance. The classification of parts is done by combining sensor signals. For 
example, the metal part is identified through the reading of inductive, capacitive and 
optical sensors, while the red plastic part is read by the capacitive and optical sensors. 
After these operations are accomplished, a raw material goes to subsystem G3. Subsystem 
G3 performs the conveying through subsystems G2, G4, G5 and G6. Subsystems G4 and G5 
accomplish specific manufacturing processes. Finally, subsystem G6 stores the final product 
according to the attributes obtained in subsystem G2 (measurement and classification) and 
to the accomplished production route.

Material supply 

G2
G4

G5G3

G6

G1 P3

P4

P1

P2

Storage

Classification and 
measurement

Processing 2

Processing 1Conveying

Figure 4 - Manufacturing system prototype.

Description of the demanded applications
There are three types of raw material: the MPA (metal), MPB (black plastic) and MPC 

(red plastic) materials. We initially consider that these raw materials are stored in a single 
magazine without classification. The initial application needs the production of three types 
of final product: PFA1, PFB1 and PFC1, which are related to the three raw materials MPA, MPB 
and MPC, respectively, and also, to production route R1. Due to a market demand, the new 
application needs the production of three other types of final product: PFA2, PFB2 and PFC2, 
related to the three raw materials MPA, MPB and MPC, respectively, and also to production 
route R2. According to the external demand, the user defines the type and quantity of the 
final product to be produced. Table 1 presents a summary of the final products.
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Production route R1 uses the G4 and G5 subsystems’ manufacturing processes, and R2 
uses only the G4 subsystem’s manufacturing process. Figure 5 illustrates the manufacturing 
system prototype with production routes R1 and R2.

Table 1 - Description of raw materials and the associated production routes.
Final product Raw material Production route

PFA1 MPA R1
PFA2 MPA R2
PFB1 MPB R1
PFB2 MPB R2
PFC1 MPC R1
PFC2 MPC R2

Material supply

Material supply

G2

P2

P2

G4

G5

G6

G3

P1
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P3

P3

P4
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Storage

G6

Storage

Classification and 
measurement

G2

Classification and 
measurement

Processing 2

G4

Processing 2

Processing 1

G5

Processing 1

Conveying

G3

Conveying

R1 [G1 – G2 – G3 – G4 – G3 – G5 – G3 – G6] 

R2 [G1 – G2 – G3 – G4 – G3 – G6] 

Figure 5 - Production routes.
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Modeling stage
According to the proposed methodology, the first step (modeling) consists of 

representing, in automata, the subsystems that compose the real system and the 
specifications set (application). For this, we use the model library proposed in the present 
work. For the subsystems, the two-state model (active and inactive states) may be selected. 
They are presented in Figure 6.

αi

βi

Gii = 1, ... , 6

Figure 6 - Subsystem model.

In order to model the specifications, we analyse the system’s physical configuration, 

the production route and the coordination restrictions, in such a way that the material 

flow through the subsystems is correctly represented. In the initial application, for the 

correct material flow between subsystems G1 and G2, a mutual exclusion specification may 

be selected. This specification imposes that G1 and G2 cannot work simultaneously and, 

at the same time, it defines the execution sequence for the activities related to these 

subsystems. After subsystem G2 has accomplished the measurement and classification 

steps, the raw material goes to the conveying subsystem G3. This subsystem is defined as a 

synchronous conveyor (rotating table) (Groover, 2008). Such subsystem, moves a product 

from one position to another, and moves the other products to the subsequent positions. 

At this moment, the designer selects models considering the following information: four-

position synchronous conveyor; first position for parts arrives, second and third positions 

for the processes and fourth position for removing parts. The specifications set, related to 

the synchronous conveyor, determines the correct material flow between subsystems G2, 

G4, G5 and G6. The models for the nine necessary specifications (Ea, Eb, Ec1, Ec2, Ec3, Ec4, Ed1, 

Ed2, Ed3) for the initial application are presented in Figure 7.

In the new application, we keep the mutual exclusion specification between subsystems 

G1 and G2. After subsystem G2 has accomplished the classification and measurement steps, 

the raw material goes to the conveying subsystem G3. In this new application, the designer 

selects models considering the following information: a four-position synchronous 

conveyor; first position where the pieces arrive, second position for processing, third 

position with no operation being executed and fourth position for removing parts. The 

specifications set, related to the synchronous conveyor, determines the correct material 
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flow between subsystems G2, G4 and G6. The models for the nine necessary specifications 

(Ea, Eb, Ec1, Ec2, Ec3, Ec4, Ed1, Ed2, Ed3) for the new application are presented in Figure 8.

Synthesis stage

The next step – synthesis – corresponds to the SCT application and the local modular 

approach. This way, for each selected specification (initial application and new application), 

a supervisor is obtained by using the TCT tool. The joined action between the supervisors 

that were obtained restricted the subsystems behaviour (which composes the real system) 

to the respective applications.

For the initial application, nine supervisors are synthesized, each one of them with 

a specific purpose, from the selected specifications, which are presented in Figure 7. For 

example, considering specification Ed1, the local plant is obtained through the synchronous 

composition of the corresponding automata for the subsystems that share events with this 

specification (Gloc,d1 = G2 || G3 || G4). The local specification is obtained through the generic 

specification composition Edi with the corresponding local plant (Eloc,d1 = Ed1 || Gloc,d1). One 

may then calculate the maximum controllable language contained in the specification, 

which is SupC (Eloc,d1, Gloc,d1). Next, through a supervisor minimization algorithm (Vaz and 

β1

α3

α3 α3

α3

α4 α5α4 α5

α3

α3

α3

α6 α6

α2

β2, β4, δ5

β2, β4, δ5

β3, β2

β3, β5 β3, β6β3, β4

β4β4
β2β2

β5 β5

α3, α2 

α3, α5 α3, α6α3, α4

Ea Eb Ec1

Ec2

Ed1 Ed2

Ed3

Ec3 Ec4

Figure 7 - Specifications models for the initial application.
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β1

α3

α3

α3 α3

α3

α4 α4

α3

α3

α3

α6 α6

α2

β2, β4, δ5

β2, β4, δ5

β3, β2

β3, β6β3, β4 β3

β4β4
β2β2

α3, α2 

α3, α6α3, α4

Ea Eb Ec1

Ec2

Ed1 Ed2

Ed3

Ec3 Ec4

δ5

δ5

δ5 δ5

δ5

δ5

Figure 8 - Specification models for the new application.

Table 2 - Models used in the synthesis procedure and local supervisors obtained (initial application).
Generic  

specification
Local  
plant

Local  
specification

Supremal controllable language 
(local supervisor)

Ea Gloc,a = G1 || G2 Eloc,a = Gloc,a || Ea SupC(Gloc,a , Eloc,a )

Eb Gloc,b = G2 || G3 || G4 || G5 Eloc,b = Gloc,b || Eb SupC(Gloc,b , Eloc,b )

Ec1 Gloc,c1 = G2 || G3 Eloc,c1 = Gloc,c1 || Ec1 SupC(Gloc,c1 , Eloc,c1 )

Ec2 Gloc,c2 = G3 || G4 Eloc,c2 = Gloc,c2 || Ec2 SupC(Gloc,c2 , Eloc,c2 )

Ec3 Gloc,c3 = G3 || G5 Eloc,c3 = Gloc,c3 || Ec3 SupC(Gloc,c3 , Eloc,c3 )

Ec4 Gloc,c4 = G3 || G6 Eloc,c4 = Gloc,c4 || Ec4 SupC(Gloc,c4 , Eloc,c4 )

Ed1 Gloc,d1 = G2 || G3 || G4 Eloc,d1 = Gloc,d1 || Ed1 SupC(Gloc,d1 , Eloc,d1 )

Ed2 Gloc,d2 = G3 || G4 || G5 Eloc,d2 = Gloc,d2 || Ed2 SupC(Gloc,d2 , Eloc,d2 )

Ed3 Gloc,d3 = G3 || G5 || G6 Eloc,d3 = Gloc,d3 || Ed3 SupC(Gloc,d3 , Eloc,d3 )
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Wonham, 1986), we obtained a supervisor with a smaller number of states and with the 
same controlling action. Table 2 presents the supervisors calculated from the subsystems 
models and the selected specifications for the initial application.

α3, α2

α4 α4

α3β2 β2

α3 α4α2, α3

2 31 4

Figure 9 - Supervisor SupC(Gloc,c1 , Eloc,c1) for the initial application.

As an example, Figure 9 presents the SupC (Eloc,d1, Gloc,d1) supervisor, which is the result 

of specification Ed1. The dashed line indicates the supervisor controlling action, which is to 

disable controllable events from subsystems G2, G3 and G4.

For the new application, nine supervisors are also synthesized, each one with a specific 

purpose, from the selected specifications presented in Figure 8. The same way as in the 

initial application, nine modular supervisors for the new application are synthesized.

Implementation stage

According to the proposed methodology, in the first step we simulate the control 

structure’s three levels (modular supervisors, product system and operational sequences). 

To do that, the SupCoG is attached to EM-Plant simulator. The subsystems G
1, G2, G3, G4, G5 

and G6 are implemented in the simulator and the SupCoG runs the nine modular supervisors 

that accomplish the initial application. The simulation result shows us the correctness of 

the subsystem and specification models.

In the second step, each subsystem implemented in the EM-plant is progressively 

substituted by a PLC (Allen Bradley Micrologix 1200) (Micrologix, 2006) that runs the 

related operational sequence. This way, the SupCoG communicates simultaneously with the 

EM-plant and the PLC by means industrial Ethernet (Lee and Lee, 2002). In the third step, 

the six subsystems (G
i, i = 1,..,6) implemented in the EM-plant are completely substituted 

by six PLC. Also, the control structure (modular supervisors and product systems) that 

runs in the SupCoG is completely executed in a controller (PLC), as Figure 10 illustrates.

When the new application is demanded, the three steps are performed again. In this case, 

the cycle development time is decreased because the subsystem models and a specification 

subset used in the initial application are reutilized. Also, the physical structure of the new 

and the initial applications are the same, according to the Figure 10. However, the PLC 

that runs the operational sequence related to subsystem G
5 (processing 2) is not used in 

the new application.
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Conclusions
This work presented a project methodology applied to reconfigurable processes in 

agile manufacturing systems. The insertion of the Supervisory Control Theory (SCT), 

computational tools for synthesis and simulation, subsystems and specifications models 

libraries, brought a reduction of the manufacturing system’s development time. The 

development cycle is accomplished by integrating mathematical formalisms (Automata, 

Formal Languages and SCT), computational tools (synthesis, simulation), automata 

libraries (models of subsystems and specifications), Advanced Manufacturing Technologies 

(AMT) (Gouvêa da Costa et al., 2000) and simulation techniques. 

The SCT is a formal approach that allows automatic synthesis of supervisors. Allied to 

the SCT, the modular approach brings a greater agility to the project, an advantage for the 

local modular approach. Model libraries make the modeling step easier and allow models 

to be reused in subsequent projects. The integration of the simulation and implementation 

steps allowed a greater liability for validating, optimizing and accomplishing the control 

structure.

The experiment performed shows that the objective of this paper has been reached. 

After executing a set of control rules to manufacture a product, a demanding for a new 

product was stated. Following the proposed methodology, the manufacturing system has 

been changed (reconfigurable processes) and the new demand could be accomplished. The 

subsystems and specifications models used will be able to model some other manufacturing 

G2

G4

G5

G6

G3
P1

P2

P3

P4
G1

Material supply

Storage

Classification and 
measurement

Processing 2 

Processing 1 

Conveying

 CT: Communication technology

Controller

Figure 10 - Physical control structure after the implementation stage.
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systems in subsequent projects. Also, it is possible to use the same models (or part of them) 
in the same manufacturing system whenever a new demand is established.

It is important to remark that a set of hardware and software has been built to support 
the proposed methodology. According to Figure 3, it was specified a a codification and 
communication between SupCoG and the plant simulator (1st step – simulation), a 
communication among computational and hardware platforms (2nd and 3rd steps). In fact, 
a new environment of hardware and software has been established in the context of the 
proposed methodology, in order to perform a reconfiguration of integrated and automated 
systems.

The proposed methodology still presents some limitations and this allows us to 
presume the continuity of the work that was developed. In the beginning of the cycle, 
we shall study more deeply the criteria for segmenting the real system into subsystems, 
as well as the identification of a specification set for a certain application. Subsystems 
and specifications model libraries shall be constantly updated. The experience with each 
new project shall be used to update those libraries. Therefore, the selection of models 
still depends very much on the designer’s experience. We shall research some methods to 
systematize the choice of model libraries from the real system and from the application. The 
library of Advanced Manufacturing Technologies (AMT) shall also be constantly reviewed 
and updated. A systematic approach shall be researched to define the communication and 
control technologies needed to implement and accomplish the modular control structure.

As a result of this methodological approach, we have the necessary elements for the 
documentation of the technical project. For such purpose, there are still other factors to 
be considered, such as maintenance, commercial relations, costs, updates and technical 
reviews of the equipment already installed.
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