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ABSTRACT

Goal: Load balancing policies often map workloads on virtual machines, and are being
sought to achieve their goals by creating an almost equal level of workload on any virtual
machine. In this research, a hybrid load balancing algorithm is proposed with the aim of
reducing response time and processing time.

Design / Methodology / Approach: The proposed algorithm performs load balancing us-
ing a table including the status indicators of virtual machines and the task list allocated to
each virtual machine. The evaluation results of response time and processing time in data
centers from four algorithms, ESCE, Throttled, Round Robin and the proposed algorithm
is done.

Results: The overall response time and data processing time in the proposed algorithm
data center are shorter than other algorithms and improve the response time and data
processing time in the data center. The results of the overall response time for all algo-
rithms show that the response time of the proposed algorithm is 12.28%, compared to
the Round Robin algorithm, 9.1% compared to the Throttled algorithm, and 4.86% of the
ESCE algorithm.

Limitations of the investigation: Due to time and technical limitations, load balancing has
not been achieved with more goals, such as lowering costs and increasing productivity.
Practical implications: The implementation of a hybrid load factor policy can improve the
response time and processing time. The use of load balancing will cause the traffic load
between virtual machines to be properly distributed and prevent bottlenecks. This will
be effective in increasing customer responsiveness. And finally, improving response time
increases the satisfaction of cloud users and increases the productivity of computing re-
sources.

Originality/Value: This research can be effective in optimizing the existing algorithms and
will take a step towards further research in this regard.

Keywords: Cloud computing, load balancing, load balancing algorithms, Hybrid algorithm
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1. INTRODUCTION
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The structuring and implementation of the Industry 4.0
context is currently undergoing an evolution process and
presents companies to the trend of a new business mod-
el format. Essentially, the Industry 4.0 environment has a
high degree of technological development and collaborative
structure, which is characterized mainly by the communi-
cation between different agents (hardware, software, data,
people), allowing the exchange, storage, and interpretation
of data in an intelligent system (Cordeiro et al., 2019)

Today, cloud computing has become common in IT, and is
one step after the evolution of the Internet. Cloud comput-
ing provides an enormous amount of storage and computing
services to users through the Internet. Cloud computing has
emerged as a popular computing model for hosting large-
scale computing systems and services. Recently, significant
research on resource management techniques, focused on
optimizing cloud resources among several users, has been
provided. Resource management techniques are designed
to improve the various parameters in the cloud (Dhanasekar
etal., 2014).

The basic technology for cloud computing is the “virtu-
alization” that separates resources and services from the
underlying physical layer to provide multiple dedicated re-
sources in the form of a virtual machine. The term cloud
also refers to this basic concept (Barzegar et al., 2014). In
the cloud environment, almost all virtualization resources
are virtualized and shared among multiple users (Arianyan
et al., 2015). “Virtualization is, in fact, the implementation
of computer software that runs different programs just like a
real machine. Virtualization has a close relationship with the
cloud, because an end user can use cloud services through
virtualization (Padhy and Rao, 2011).

Load balancing is an essential operation in cloud environ-
ments. Because cloud computing is growing fast and many
customers all over the world are demanding more services
and better results, load balancing is an important and neces-
sary area of research. Many algorithms have been developed
for allocating customer requests to available remote nodes.

Effective load balancing ensures the efficient resource pro-
ductivity of resources for customers according to demand”
(Panwar and Mallick, 2015).

In this paper, cloud computing and load balancing were
first identified as one of the methods for resource manage-
ment in cloud computing. Then, by examining some load
balancing algorithms, a load balancing algorithm that bal-
ances the workload on virtual machines using an integrative
approach of available load balancing algorithms will be pre-
sented.

2. CLOUD COMPUTING

According to the definition of the National Institute of
Standards and Technology (NIST), cloud computing is a mod-
el for providing easy access to a set of changeable and con-
figurable computing resources, such as networks, servers,
storage spaces, applications, and services, that is accessible
through the network based on user request rapidly and with
the least management operation and the least interaction,
providing services (Sahu et al., 2013).

NIST cloud reference architecture components

e Cloud Provider: The person, organization or entity
responsible for making a service available to cloud
users. The architecture introduced by the NIST con-
sists of four major components. The provider has
six components: security, privacy, cloud services
management, service layer, physical resources layer
and control layer, and resource abstraction. Cloud
services management includes business support,
supply and configuration, and portability and col-
laboration. Also, in the service layer, SaaS, PaaS, and
laaS are the main and most commonly used models
in cloud computing. Software as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructure as a
Service (laaS). Table 1 shows consumer activities and
cloud providers in these service models.

Table 1. Activities in the service model (Bohn, 2011)

Service model Consumer activities

Provider activities

Software as a Service

(SaaS) business process

Using the program / service to conduct the

Installing, managing, maintaining, and supporting applica-
tion on a cloud infrastructure

Platform as a Service

(PaaSs) ment

Developing, testing, creating and managing
applications hosted by the cloud environ-

Providing and managing cloud infrastructure and middle-
ware for the platform user; provides development and
management tools for platform users.

Infrastructure as a Service
(1aas)

Creating / installing, managing, and super-
vising services for infrastructure operations

Providing and managing physical processors, memory,
network and host environments, and cloud structure for
laaS consumers.




Cloud Consumer: A person or organization that uses
services of cloud providers to establish a business
relationship

Cloud Auditor: This is a component that can assess
the behavior of cloud services, information system
performance, efficiency, and security independently
of cloud implementation. In the NIST architecture of
security audit, the impact of privacy and efficiency
are in this section. Regarding security, a cloud audi-
tor can have an assessment of security controls in
the information system in order to determine how
well controls are implemented and how activities
are taken into account and produce satisfactory re-
sults considering meeting the system needs.

Cloud Broker: Is an entity that manages the use,
performance and delivery of cloud services, and ne-
gotiates relationships between cloud providers and
cloud consumers. In the NIST reference architecture,
there are intermediary services, aggregation and
connection, and transactions.

Cloud Carrier: The intermediary that provides con-
nectivity and transport of cloud services between
cloud providers and cloud consumers.

Implementation models in cloud computing

The implementation models in cloud computing include:

Private Cloud: In this type of cloud, corporate em-
ployees can access company or colleague data.
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e Community Cloud: When multiple companies share
their resources in the cloud, the created cloud is
called community. This type of cloud is used by orga-
nizations with similar interests and common security
needs.
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e Public Cloud: Anyone from anywhere in the world
can access it. Examples of these clouds are Google
Cloud, which is open to everyone after a specific
service level agreement (SLA) between the provid-
er and the user. Public cloud is available based on a
common ground.

e Hybrid Cloud: It is a combination of both public and
private clouds.

3. LOAD BALANCING

Load balancing is the process of reallocating the entire
load to the unique nodes of a collective system. Its objective
is to effectively utilize resources, to improve the response
time of a task, and to simultaneously eliminate a situation in
which a number of nodes are strongly loaded, while others
have a low load. Load balancing is a mechanism to increase
service level agreement and better use of resources. The
load considered can be the CPU load, the amount of mem-
ory used, the delay, or the network load. In fact, the goal of
load balancing is to find a proper task mapping on system
processors, so that the overall run time in each processor,
almost a same amount of task, reaches its lowest amount
(Kaur and Kaur, 2015).
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Figure 1. Load balancing of virtual machines (Mustafa et al., 2015)
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Load balancing is a new technique that provides high re-
source time and effective resource efficiency by allocating total
load to different cloud nodes. Load balancing solves the over-
load problem and focuses on maximizing operational power,
optimizing resource use, and minimizing response time. Load
balancing is the prerequisite for maximum cloud performance
and effective use of resources (Panwar and Mallick, 2015).
By load balancing, one can balance the load by dynamically
transferring the local task amount from a machine to another
machine in a remote node or a less-used machine. This maxi-
mizes user satisfaction, minimizes the response time, increas-
es resource utilization, reduces the number of task rejections
(the tasks that are given back) and raises system performance
(Khetan et al., 2013). In recent years, many researchers have
come up with various ideas for solving the resource manage-
ment problem through load balancing. In most load balancing
methods, the migration approach between servers is used.
Tasks have been migrated between virtual machines to balance
load on servers, as shown in Figure 1 (Mustafa et al., 2015).

This figure shows, in the top section, the status of vir-
tual machines before load balancing and, in the bottom
section, the status of virtual machines after load balanc-
ing. As can be seen in the figure, before the load balanc-
ing, the two machines are fully loaded and have reached
the over load status, while more than half of the capacity
of the other two virtual machines is empty. In the second
section of the figure, after the load balancing, all the vir-
tual machines are almost in the same loading situation.
In the load balancing at the level of virtual machines, the
task load on the virtual machines is distributed. At this
level, a task mapping to virtual machines is created. Load
balancing at this level determines which task is allocated
to which virtual machine.

Load Balancing Algorithms

In general, the load balancing algorithms design is per-
formed taking into account the two main goals of providing
and increasing the use of cloud resources. Scheduling algo-
rithms for virtual machines require load balancing to effec-
tively allocate virtual machines. In fact, load balancing algo-
rithms decide which virtual machine will be allocated based
on the cloud user request. So far, a large number of load
balancing algorithms have been proposed; three popular al-
gorithms used in the proposed approach of this paper are
evaluated as follows:

1. Round Robin Algorithm

A round robin algorithm uses a simple technique to distrib-
ute all processes over all available processors. In this algorithm,
the same task load is distributed on the processors. The algo-

rithm also operates on the basis of random selection of the vir-
tual machines, and the data center controller assigns requests
to a list of virtual machines in a round way (Bhathiya, 2009).

processl

process2

process4

process3

Figure 2. Round Robin Load Balancing (Pasha et al., 2014)
Throttled Algorithm

2. Throttled Algorithm

The equally spread current execution algorithm goes
through some steps, taking into account the priorities (Bha-
thiya, 2009). The distribution of load equally with the load
transfer from overloaded servers to light-loaded servers im-
proves performance (Hu et al., 2010). In this algorithm, the
load balancer consistently monitors the task queue for new
activities and then assigns these tasks free virtual machines
from the resource pool. The load balancer also uses the list
of tasks allocated to virtual machines to help detect free ma-
chines and assign them to new tasks.

3. Equally Spread Current Execution Algorithm

The equally spread current execution algorithm goes
through some steps, taking into account the priorities (Bha-
thiya, 2009). In this algorithm, the load balancer consistent-
ly monitors the task queue for new tasks and then assigns
these tasks free virtual machines from the resource pool.
The load balancer also uses the list of tasks allocated to vir-
tual machines to help detect free machines and assign them
to new tasks (Domanal and Reddy, 2013). The equally spread
current execution algorithm is the same (optimized) Active
Monitoring Load Balancer algorithm. The load distribution
process is shown in Figure 4.
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Figure 3. Active Monitoring Load Balancer (Pasha et al., 2014)
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4. RESEARCH BACKGROUND

The method proposed by Hu et al. in 2010 has used the
genetic algorithm for the load balancing between virtual
machines, and it has also examined, in addition to the sys-
tem current state, system changes and historical data. This
method also calculates the effects of implementing virtual
machines on host machines beforehand. Through this meth-
od, load balancing is achieved and the dynamic migration of
virtual machines is reduced.

In 2013, Professor Soundarajan et al. have proposed a
load balancing algorithm to optimize the use of resources in
the cloud environment. The algorithm is a dynamic resource
management method. In this algorithm, the goal is to effi-
ciently distribute the load on accessible virtual machines
that are not at the upper or lower limit. The simulation re-
sults show that this algorithm improves the use of resources
and reduces response time.

Razali et al. presented a virtual machine classification ac-
cording to their implementation time for load balancing. In
this way, virtual machines migrated to two different classes
of resources: high-power host and low-power host based on
MIPS (Million Instructions per Second). Virtual machine mi-
gration is based on the CPU utilization in steady conditions.
Using this method, the number of migrations is minimized
and energy is saved in idle state (Razali et al., 2014).

Chenetal. (2017), in a study entitled “A novel load balanc-
ing architecture and algorithm for cloud services”, a method
for making dynamic balance was proposed for solving the
problem of overload in cloud balancing. In this method, both
server processing and computer loading are considered, and
finally, the two algorithms to prove the proposed innovative
approach were examined.

In 2018, Coutourier et al. investigated and introduced
the best strategy for asynchronous iterative load balancing
in cloud computing. The research purpose was to introduce
a new strategy called the best attempt to balance the load
of a node in all its loaded neighbors, while ensuring that all
nodes involved in the load balancing step receive an equal
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amount. In the research using the SimGrid simulator, some
of the bed test scenarios were considered and several QoS
criteria were evaluated to demonstrate the utility of the pro-
posed algorithm.

Rezaei et al. (2011) presented data center architecture
for cloud computing that manages system resources to bal-
ancedly distribute load between data center resources and
reduce power consumption. Failure to distribute the load
balancedly can lead to reduction in terms of efficiency and
vulnerability of the data center. Virtualization is a technol-
ogy used at such centers and makes the live transmission
of virtual machines possible. Moreover, in this research, an
algorithm is presented that distributes the available load
balancedly between different sources according to the pro-
ductivity of the servers or hosts inside the data center. This
system was evaluated based on the simulation and realloca-
tion of virtual machines based on their productivity and the
use of live transmission. The results show that the proposed
algorithm causes load distribution and ensures SLA (Service
level Agreement) properly (Rezaei et al., 2011).

In 2013, Mousavian Qalashgaei and Shiri optimized the
load balancing on virtual machines at a rate of 20% by com-
bining meta-heuristic methods. In this paper, a new method
is proposed to find suitable solutions for mapping a set of re-
quests to the available resources of the system, according to
the conditions of cloud computing systems. In this method,
they used the combination of the tabu search algorithm and
the evolutionary algorithm mutation strategy (Mousavian
Qalashqaei and Shiri, 2013).

Barani et al. (2015) performed load balancing to reduce
virtual machine load. They provided an algorithm based on
the processing power and the task load of virtual machines
in cloud computing, comparing it against response time and
Makespan with a number of other load balancing algorithms
and, by performing the simulation, they found that the al-
gorithm has an appropriate response time and makespan
compared to previous algorithms. The makespan time is the
time difference between the beginning and the end of a se-
quence of work or tasks in the system. This time is very im-
portant to measure the usefulness of the system. It is better
to reduce this standard (Barani et al., 2015).

Chanaghlou and Dolati (2016), in a study entitled “Provid-
ing a Hybrid Multi-Objective Scheduling and Load Balancing
in Cloud Computing”, presented two algorithms for improv-
ing load balancing and task scheduling. The researchers con-
cluded that the balance algorithm called Hypertext Markup
Language (HMTL) has the ability to achieve load balancing
goals and minimize overall runtime. It also uses the policy
of reducing the number of task migrations. The scheduling
algorithm, entitled LDTS (Linear Decision Trees), also assigns
new tasks to system processing nodes by computing its cur-
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rent task load. Simulations have shown that the LDTS algo-
rithm has improved load distribution. The HMTL algorithm
has also improved parameters, such as moment load balanc-
ing, total load balancing, task load distribution, and overall
runtime (Chanaghlou and Dolati, 2016).
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In 2017, Derakhshanian et al. investigated the load balanc-
ing in cloud computing environment, taking into account the
dependence between tasks and the use of adaptive genetic
algorithm. Considering interactions between tasks, the pur-
pose of this study was to provide a method for an optimal
load balancing in the network, so that the total completion
time and the idle time of the machines would be minimized.
The experimental results showed that the localization of in-
teractions would have a significant effect on reducing the
total completion time (Derakhshanian et al., 2017).

In 2018, Mishkar et al. optimized task scheduling and load
balancing in the cloud environment using the Ant Colony Al-
gorithm. The purpose of this study was not merely to sched-
ule tasks, but also to examine load balancing on machines.
To do this, scheduling with the ant colony optimization algo-
rithm was used, which provides effective solutions to many
dynamic problems. In this research, the problem statement
and the scheduling problem and related tasks were men-
tioned, and then definitions related to task scheduling and
cloud environment were proposed, and then all the steps of
the algorithm were followed, and, finally, load balancing was
performed (Mishkar et al., 2018).

5. RESEARCH METHODOLOGY

The proposed algorithm is a hybrid algorithm, a com-
bination of two techniques used in two other virtual algo-
rithms, Throttled and ESCE. In the proposed algorithm, using
the Throttled algorithm, the states of virtual machines are
obtained. The ESCE algorithm is also used to monitor and
assign tasks to virtual machines. Active load balancing algo-
rithms always monitor the job queue so that they can assign
them to free or idle machines. It also maintains a list of or-
ders for allocation to any virtual machine. This list can de-
termine the overloaded or low-loaded conditions in a time
slice. Based on this information, the balancer is transmitted
from overloaded machines to low-load machines so that the
virtual machines reach a load balancing level.

The proposed algorithm is designed to improve response
time and processing time. To achieve this goal, the virtual
machine algorithm, with the least load, initially proposes re-
ducing the search overload to find a machine that can do
longer work and improve response time. In a data center,
tasks and requests are received from user centers. The data
center controller finds a virtual machine for each job that
can do that. Figure 5 shows the conceptual model of the

proposed algorithm. In the figure, the virtual machine (VM)
hosts: cloud resources; Cloudlet are the same jobs; and DCC:
Data Center Controller.

In each data center, there are a number of physical
servers (Host), which include virtual machines (VMs). Jobs
(Cloudlet) are received by the data center controller for exe-
cution and processing, and are allocated to virtual machines.
In fact, users send their jobs to the data centers where the
jobs are allocated to servers and to the virtual machines in-
side the servers.

User2 — ]
; User Base Urert
Cloudlet1

Cloudlet2 cloudletd)

Data Center

Data center Controller

Proposed Hybrid Vm
load balancer

|

VM Status

Allocation

VM ID
counter

Figure 5. Conceptual model of the proposed algorithm

Introducing the steps of the proposed algorithm

e Step 1: The algorithm keeps a list of VMs, their sta-
tus (occupied / free), and the tasks that are currently
allocated to them.

e Step 2: The data center controller receives requests
from cloud clients.

e Step 3: The data center controller asks the algorithm
about available virtual machines.

e Step 4: The algorithm performs the following steps:

The next available virtual machine finds the status of vir-
tual machines using the table. If the machine is idle, it goes
to Step 5 and sends the machine ID to the controller. If the
machine is not idle, it goes to the following stages.

e It examines whether the virtual machine capac-
ity is greater than zero and the number of cur-
rent allocations of that machine is lower than the
number of machine allocations that is consid-



ered among the VM list as the maximum number
of allocation; it selects the VM as the virtual ma-
chine that has the minimum.

e Return of the VM ID of the virtual machine that
has the minimum load.

e Step 5: The data center controller places the job on
the VM sent from the algorithm.

e Step 6: If the virtual machine that has the minimum
task load is overloaded.

e Step 7: The data center controller sends a reply to
the job and transmits it to the pool of awaiting tasks.

e Step 8: The controller continues the job, restarting
it from Step 2.

In the proposed algorithm, the information is first collected
from the status quo, the VMs, their status (occupied / free),
and the tasks that are currently allocated to them. The data
center controller goes to the task list to allocate that job to a
VM to do that. While the controller recognizes VMs by their
IDs, it requests the algorithm to introduce a VM. The algo-
rithm has a list of VMs and their status also includes the num-
ber of tasks that are being performed on each VM. For a VM,
if the current allocation number is zero, it means that the
machine is idle, whereas if the number is higher than zero, it
means that the machine has not yet completed previous jobs.
If the allocation number is lower than the maximum number
of allocations, then this machine can do other jobs. Therefore,
no machine will be idle and machines with the lowest alloca-
tion will be considered as the first option for allocating tasks.
The ID algorithm sends the selected virtual machine to the
data center controller and the controller checks if the select-
ed machine can do the job, places the job on the VM, and
announces the algorithm to update its table and add a task
to the work being done by this machine. However, if this job
cannot be done on this machine, since the machine has been
selected with the minimum load, there is no other machine
that can do it; thus, the data center controller returns the job
to the pool to wait and receives another job from the user’s
requests list. This process continues until all jobs are done.
This process is shown in Chart 1.
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Chart 1. Flowchart of the proposed algorithm

Implementation

In the implementation, the CloudAnalyst simulator is used.
This simulator is a CloudSim-based visual design and has been
used in most of the studies on load balancing in cloud com-
puting. The CloudAnalyst simulator easily covers any load
balancing policy at the virtual machine level. The graphical
user interface of this simulator can receive the settings in an
interaction and, after implementing the load balancing poli-
cy, presents the results in the form of charts and tables. The
code source for the proposed hybrid algorithm is added to the
CloudAnalyst simulator code source set in Java via the Net-
Beans IDE 8.0 software and settings include configurations for
the user base, configuration of program development, user
grouping, data center settings, and the physical hardware of
each data center, shown in Tables 1 to 5.

Table 1. User base settings

Name Region Requests per | Data Size per Peak Hours Peak Hours Avg Peak Avg Off-Peak
User Per Hr | Request (bytes) | Start (GMT) End (GMT) Users Users
UB1 0 60 1000 3 9 1000 100
UB2 1 60 1000 3 9 1000 100
UB3 2 60 1000 3 9 1000 100
uB4 3 60 1000 3 9 1000 100
UB5 4 60 1000 3 9 1000 100
UB6 5 60 1000 3 9 1000 100
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Table 2. Software deployment settings

Data Center #VMs Image Size Memory BW
DC1 10 10000 512 1000
DC2 10 10000 512 1000
DC3 10 10000 512 1000
DC4 10 10000 512 1000
Table 3. Data center
. Cost per Memory Storage | Data Transfer | Physical
Name Region Arch 0s VMM VM $/Hr Cost $/s Cost $/s Cost $/Gb Hw Units
DC1 0 X86 Linux Xen 0.1 0.05 0.1 0.1 15
DC2 4 X86 Linux Xen 0.1 0.05 0.1 0.1 15
DC3 2 X86 Linux Xen 0.1 0.05 0.1 0.1 15
DC4 3 X86 Linux Xen 0.1 0.05 0.1 0.1 15
Table 4. Details of physical hardware of each data center
Id Memory (Mb) | Storage (Mb) | Available BW Number of Processor VM Policy
Processors Speed
1-15 204800 100000000 1000000 4 10000 TIME_SHARED
Table 5. Advanced settings 08
07
User grouping factor in User Bases 100 % 0,6
Request Grouping Factor in Data Centers 10 3 _ 05
Executable instruction length per request (bytes) 100 %E 04
43 03
j. 0,2
6. RESULTS r
2 0

The settings considered in the simulation model have
been done on the algorithm. The purpose of this research
is to reduce the response time and processing time in data
centers. Therefore, the criteria for evaluation in the results
include the response time and the processing time in the
data centers. Subsequently, these criteria are evaluated on
four algorithms, ESCE, Throttled, Round Robin and the pro-
posed algorithm for this research (MyHybrid). The results
on how to place user bases and data centers are shown in
Figure 6.

Results in the response time criterion

The chart shows the response time to service in each data
center in milliseconds for four algorithms. As shown in the
chart, the average response time of the proposed algorithm

is lower for each user base.

The average of this time is shown in Chart 2.

DC1 DC2 DC3 DC4

e MyHybrid ~ ==—=RR == ESCE Throttled

Chart 2. Average response time in milliseconds for each data
center

Chart 3 shows the average response time in milliseconds
for each user base for the four algorithms. As shown in the
chart, the average response time of the proposed algorithm
is lower in the user base.
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for the four algorithms



635

Volume 16, Numero 4, 2019, pp. 627-637

Brazilian Journal of Operations & Production Management [ )
DOI: 10.14488/BJOPM.2019.v16.n4.a8

.

#81
esp. time
Avg: 49.5ms

Max: 59.5ms

B3 C4
esp. time J”
Avg: 50.7ms B4

Max: 80.1ms esp. time
Avg. 50.6ms

Min:  39.2ms

Max: €1.0ms

v 37.4m:

B5

esp. time
Avg: 50.8ms

Max: 58.5ms

Min: 42.7g

it e

Avg: 200.6ms

Max: 244.0ms
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Table 6. Results in response time in milliseconds (ms)

MyHybridAlgo Round Robin Throttled ESCE User base
44.07 55.25 52.23 49.9 UB1
188.13 199.90 196.69 199.1 UB2
43.12 57.11 53.49 50.7 UB3
42.73 56.23 52.37 50.6 uB4
42.23 58.29 54.26 50.6 UB5
194.39 204.49 201.23 200.6 UB6
Table 7. Results in the overall data center processing time for the all algorithms in milliseconds (ms)
ESCE Throttled RR MyHybrid
Overall processing time 0.37 0.45 0.55 0.31

Results in the processing time criterion in data centers

The obtained results in the overall data center processing
time for all algorithms are shown in Table 7.

The results obtained from the response time and process-
ing time evaluation in data centers on the four algorithms,
ESCE, Throttled, Round Robin and the proposed algorithm
of this research (MyHybrid) show that the overall response
time and data processing time in the data center for the pro-
posed algorithm of the research is lower than the other al-
gorithms compared.

7. CONCLUSION

This paper focuses on the task load balancing of the hosts
and attempts to provide almost equal task loads for all hosts.

In this study, a combined load balancing algorithm was
proposed from two existing ESCE and Throttled algorithms.
The notice of the virtual machines’ status and the number
of assighnments are the two main characteristics in the pro-
posed hybrid algorithm. These two attributes, each of which
is derived from an algorithm, are:

1. Throttled algorithm: It uses a table that holds the sta-
tus indicators of virtual machines (free / occupied).

2. ESCE algorithm: It uses the task list assigned to virtu-
al machines. This list specifies the number of virtual
machines each assignment is assigned to.

The proposed algorithm is designed to improve response
time and processing time. To this end, the algorithm recom-
mends a virtual machine with the least load, at first, to re-
duce the search overhead to find a machine that can handle
more length work and improve the response time.
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The proposed algorithm helps the data center controller
to choose between the machines that can do it (machines
available), a machine that is either idle or has the smallest
load. This action reduces the processing and time overhead
for looking for a virtual machine, especially for more work
and improved processing time and response time.

In the implementation, after analyzing the CloudSim and
CloudAnalyst simulators, the source code for the proposed
hybrid algorithm was added to the Java language, and via
the NetBeans IDE 8.0 software to the CloudAnalyst emula-
tion source code set. Through the settings through the Clou-
dAnalyst Home Page, the proposed algorithm was evaluated
with three other algorithms: Round Robin, ESCE, and Throt-
tled.

The results of the simulations performed according to the
simulation model for the four algorithms show that the pro-
posed algorithm has better response time and processing
time than the other three algorithms.

The results of the overall response time for all algorithms
show that the response time of the proposed algorithm is
12.28%, compared to the Round Robin algorithm, 9.1% com-
pared to the Throttled algorithm, and 4.86% for the ESCE
algorithm.
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